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Figure 1. (a) Pretrained open-world (OW) detectors [34] show strong generalization abilities on unseen data but cannot benefit from few-
shot annotations. (b) Continual detectors [8] built on OW detectors with continual learning show improved mAP on seen data but suffer
from forgetting for unseen objects. (c) Our OW continual detector MR-GDINO via memory and retrieval improves detection abilities on

seen classes while preserving OW abilities on unseen classes.

Abstract

Open-world (OW) recognition and detection models show
strong zero- and few-shot adaptation abilities, inspiring
their use as initializations in continual learning methods to
improve performance. Despite promising results on seen
classes, such OW abilities on unseen classes are largely
degenerated due to catastrophic forgetting. To tackle this
challenge, we propose an open-world continual object de-
tection task, requiring detectors to generalize to old, new,
and unseen categories in continual learning scenarios.
Based on this task, we present a challenging yet practi-
cal OW-COD benchmark to assess detection abilities. The
goal is to motivate OW detectors to simultaneously preserve
learned classes, adapt to new classes, and maintain open-
world capabilities under few-shot adaptations. To mitigate
forgetting in unseen categories, we propose MR-GDINO, a
strong, efficient and scalable baseline via memory and re-
trieval mechanisms within a highly scalable memory pool.
Experimental results show that existing continual detectors
suffer from severe forgetting for both seen and unseen cate-
gories. In contrast, MR-GDINO largely mitigates forgetting
with only 0.1% activated extra parameters, achieving state-
of-the-art performance for old, new, and unseen categories.

1. Introduction

Open-world (OW) recognition and detection models [2, 41,
50, 57, 62, 63] has shown remarkable progress in effectively
recognize and localize generalized objects [17, 32, 52, 61]
with different granularity [28, 54]. By learning with vast
semantic-rich data [3, 25, 26, 32, 41, 44, 52, 60], even with-
out supervised by any bounding boxes from unseen classes,
OW models (e.g., object detection networks) can gener-
alize well under a zero-shot learning paradigm in open-
world scenarios (e.g., zero-shot Grounding DINO for OW
in Fig 1(a)). Benefited from highly generalized feature rep-
resentation of detectors, such detectors can be also adapt to
new classes via many- or few-shot fine-tuning [7, 18, 21,
29, 34], thus performing better on target classes.

By sequentially repeating the fine-tuning procedure, one
can formulate the updated OW detectors as a continual
learning paradigm [55, 65]. This formulation is intuitive
and more practical than traditional open-world learning [30]
or continual learning [65] by two-fold. First, pretrained
open-world (OW) detectors offer a robust initial represen-
tation that supports both zero-shot learning and rapid adap-
tation. Second, OW detectors are designed to encounter
various out-of-distribution scenarios, but still suffer from
performance drops by shifts in domain [5, 39, 47] and previ-



ously unseen categories [ 16, 23, 49, 51]. Those models with
fast adaptation can effectively address this issue, enhanc-
ing performance under real-world deployment conditions.
Thus, we anticipate that OW detectors will preserve the
advantages of open-world learning and demonstrate strong
generalization across both known and novel categories.

As shown in Fig 1(b), prior studies [8, 29, 30, 34] on
OW detectors [34] in continual learning make feature rep-
resentations strictly adapt to target classes domain [9, 18],
and break original well-aligned visual-language representa-
tion. Though obtaining better performance than zero-shot
OW detectors among seen categories, traditional continual
learning frameworks for OW detectors still suffer degree
of catastrophic forgetting for previously seen categories.
Moreover, after continual adaptations on seen categories,
the unseen categories detection capabilities of obtained de-
tectors degenerate. This limitation constrains the applicabil-
ity of OW detectors in real-world scenarios. To tackle this
challenge, our research pursues two objectives, including:
1) assessing catastrophic forgetting in OW detectors across
various learning frameworks, and 2) developing continual
learning strategies specifically tailored for OW detectors for
promising detection abilities on seen and unseen categories.

To this end, we propose the open-world continual object
detection task, which requires optimized open-world detec-
tors to simultaneously preserve knowledge of old classes,
adapt to new classes, and maintain detection capabili-
ties for unseen classes under continual few-shot adapta-
tions. Due to the lack of proper evaluation toolkits, build-
ing upon this task, we propose a challenging yet practi-
cal benchmark OW-COD, specifically designed to evaluate
anti-catastrophic forgetting capabilities across old, new, and
unseen categories within continual learning frameworks for
OW detectors. Specifically, OW-COD includes two groups
of data. The former is few-shot training data with corre-
sponding evaluation samples from various domains [29],
which are sequentially utilized to optimize OW detectors
via continual learning paradigm, and evaluate the detection
performance for both old and new seen classes under class-
incremental settings. And the latter is large-scale open-
world object detection evaluation data [17], which are used
to assess the detection accuracy of unseen categories against
catastrophic forgetting. The combination of evaluation for
both seen and unseen categories fits the goal of our task, and
provides a comprehensive benchmark for continual learning
frameworks under open-world detection scenarios.

Based on OW-COD benchmark, we construct a strong
baseline method to achieve the goal of our task. Based
on prior studies [13, 29], we argue that explicit visual-
language interaction module is the key component for open-
world detection. To enhance the anti-catastrophic forget-
ting capability of these modules for better unseen cate-
gories detection ability, we propose a strong baseline MR-

GDINO for OW-COD benchmark, a highly scalable open-

world continual object detection method via Memory and

Retrieval mechanisms. Specifically, MR-GDINO employs

a scalable memory pool, which efficiently caches parameter

triplets regrading new concepts and visual-language interac-

tions from continual learning steps. And during inference,

MR-GDINO enables to adaptively retrieve optimal param-

eter triplet to detect objects in previously learned, newly

adapted, or open-world scenarios. The memory and re-
trieval mechanisms ensures the flexibility, scalability, and
performance of MR-GDINO, thus preserving detection ca-
pabilities of old, new and unseen open-world categories.
Extensive experiments are conducted on our proposed

OW-COD between different continual object detection

frameworks and MR-GDINO. As shown in Fig 1(c), with

only tiny activated additional parameters our MR-GDINO

largely surpasses GDINO on seen classes with only few-

shot continual adaptations. Moreover, owning to robust

retrieval machanism, MR-GDINO enables simultaneous

promising performance between unseen and seen classes.
In summary, our contributions are shown as follows:

* We present OW-COD, a challenging yet practical bench-
mark to assess seen and unseen classes detection abilities
of OW detectors under few-shot continual adaptations.

* We propose MR-GDINO, a strong, efficient, and scalable
OW continual detector via memory and retrieval mecha-
nisms with a highly scalable memory pool.

* By only 0.1% activated extra parameters, MR-GDINO
effectively improves detection capabilities for continually
seen categories under few-shot adaptation, meanwhile en-
suring open-world detection ability without forgetting.

2. Related Work

2.1. Open-World Object Detection

Open-world (OW) object detection [2, 29, 40, 50, 63] aims
to develop optimal detectors capable of recognizing both
seen and unseen categories in real-world scenarios by vast
semantic-rich multi-modal data [3, 26, 41, 44, 52, 56, 60].
A crucial component in OW detector design is the visual-
language (VL) interaction module [29, 34, 50], which links
visual features with text embeddings, influencing detec-
tion capabilities. OW detectors are broadly classified into
matching-based detectors [56, 58] which use pretrained text
embeddings to identify localized objects, and fusion-based
detectors [29, 34, 50, 63] which incorporate attention mod-
ules [29, 34] or ranking gates [50] to merge visual and lan-
guage features for accurate classification. However, seldom
studies [8] explore catastrophic forgetting in OW detectors
under continual adaptations. In contrast, OW-COD inves-
tigates this issue in continual adaptations, and MR-GDINO
ensures promising abilities on both seen and unseen classes.
Few-shot object detection with OW detectors. Our



work shares similarities with few-shot object detection. Pre-
trained OW detectors [34, 53] can adapt rapidly to target do-
mains using few-shot training samples [1 1,22, 53] for better
performance. However, this often results in poor general-
ization to unseen categories [8]. In contrast, MR-GDINO
demonstrates robust performance on both seen and unseen
categories during continual few-shot adaptations.

2.2. Continual Object Detection

Continual object detection (COD) [12, 35, 64] aims to
learn detectors that incorporate new classes while retain-
ing knowledge of prior ones. Early methods like ILOD[45]
use pseudo-label distillation to address catastrophic forget-
ting [31, 42], with recent works improving architectures and
training strategies [ 14, 35, 46, 64]. However, few studies [8]
focus on OW-COD. In contrast, our MR-GDINO introduces
a retrieval-based [9, 55] approach for continual few-shot
adaptations with pretrained OW models [34, 50], prevent-
ing forgetting and extending COD to practical scenarios.

3. Open-World Continual Object Detection

3.1. Task Definition

Building upon COD and OWOD, we formulate the open-
world continual object detection task. Given an open-world
(OW) object detector f pretrained on a large-scale dataset
Dpre, as well as a sequence of training set {Dy,...,Dp}
with size of 7', we aim to optimize f with corresponding
parameters ¢ by sequentially learning on each ;. Such
that the optimized f(-; f) enables to accurately detect both
previously learned old classes C; U - - - U Cr_1 and newly
learned classes Cr, where C; represents the label set of
corresponding ;. Meanwhile, f(-;6;) should be gener-
alized well on open-world evaluation dataset DL~ with
corresponding large-scale and diverse label space Cyygeen-
The goal of our proposed task is to motivate OW detec-
tors to simultaneously preserve learned classes, adapt to
new classes, and maintain open-world capabilities, which
is critical for OW detectors to simultaneously adapt to vary-
ing new environment and keep generalization abilities.

3.2. Benchmark Construction

After defining the task, we formulate corresponding OW-
COD dataset as the data source for continual learning and
universal evaluation for old, new, and unseen classes. Gen-
erally, OW-COD is collected from existing object detection
datasets [17, 29] and broadly divided to two groups, i.e.,
seen category data and unseen category data. For seen cat-
egory data, we leverage 13 subsets (from “Aerial” to “Vehi-
cle”) from ODinW-13 [29], and assign {1, ..., D} by as-
cending dictionary order of subsets. The label space among
{Dy,...,Dp} are usually non-overlapped and fit the re-
quirements of our task. During training of each step ¢, only

images from D, are visible. Notably, to simulate practical
fast adaptation scenarios and increase the challenge of the
benchmark, a few-shot training setting is adopted in OW-
COD. This setting requires continual OW detectors to ef-
fectively mitigate the impact of both overfitting and catas-
trophic forgetting, thereby enabling robust detection abili-
ties for old, new, and unseen categories. And for the unseen
category data, to better align with real-world deployment
scenarios, LVIS [17] minival set with ~5k validation im-
ages and 1,203 categories is leveraged to empirically assess
detection performance for unseen classes. This subset is
only used for evaluation. Leveraging the dataset’s large-
scale and highly diverse label space facilitates empirical
analysis of anti-forgetting abilities for unseen classes under
continual adaptation. Statistics of the MR-GDINO training
and evaluation data are shown in the suppl.

3.3. Metrics of OW-COD

Average Precision. Following the work on continual ob-
ject detection [8, 12, 35, 64] and open-world object detec-
tion [2, 29, 40, 50, 63], the mean average precision (mAP)
is reported for each subset to quantitatively assess the per-
formance of learned open-world (OW) detectors under the
continual learning paradigm. Specifically, per-subset aver-
age precision (AP) is provided to evaluate the detection per-
formance of continual OW detectors after few-shot contin-
ual adaptations. Additionally, the mean AP for previously
learned, newly seen, and unseen categories is reported to
summarize the overall performance.

Average rank. Inspired by previous benchmarks [29, 61],
OW-COD also incorporates average rank as auxiliary metric
to measure the relative performance of existing continual
OW detectors. Specifically, OW-COD first ranks all models
within each subset. For the K subsets of seen categories,
let R; denote the rank of the i-th subset by the j-th detector.
The average rank of seen categories " is then defined as:
Rseen — ZlK:l R; ) 1)

7 K

Similarly, we define the unseen classes average rank R;™"
for j-th detector. Finally, overall rank R} is calculated by:

ngenQ 4 anseenQ
av,
Ry® =\ L—Ft— 5 : 2
The merit of this ranking lies in the fact that a detector can
achieve a higher rank only if it performs well on both seen
and unseen categories, thus emphasizing its ability to miti-
gate catastrophic forgetting for both old and new classes.

3.4. Relation with Counterparts

Comparison with COD. COD [8, 12, 35, 64] typically
split annotations from entire datasets (e.g., COCO [32]) by
dividing label sets into groups, which is not practical since
novel categories often appear in unseen scenarios [49, 51],
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Figure 2. Overview of our proposed MR-GDINO. MR-GDINO is based on a frozen pretrained open-world object detector with explicit
visual-language interaction modules (e.g., Grounding DINO [34]). During each step ¢ of training, MR-GDINO initializes concept memory
6%, and visual-language interaction memory 6y,. from corresponding parameters in the ¢ — 1 step, and optimizes both parameters by ¢-th
training set. After training, 07, and 6%, are memorized into the memory pool B. During open-world inference scenarios, MR-GDINO uses
the global embedding of input image T to retrieve the optimal parameters (1), Gob, Hﬁlpct ) and use these parameters for accurate predictions.

and seen images are usually fully labeled [32, 44, 52] dur-
ing annotation. MR-GDINO avoids such irregular sce-
nario.Besides, with the growing use of OW models in
continual learning [55, 59], OW-COD emphasizes anti-
forgetting capabilities for unseen categories.

Comparison with OWOD. OWOD [2, 29, 40, 50, 63] can
be seen as a zero-shot special case of our task. In contrast,
OW-COD simultaneously emphasizes the anti-forgetting
capabilities among old, new, and unseen categories, which
largely requires the generalization of OW detectors.
Comparison with Deng ef al. Deng et al.[8] conducted
initial studies on open-world continual learning. However,
their approach has two main drawbacks. First, the task-
incremental evaluation is impractical for real-world appli-
cations and oversimplifies the challenge for continual open-
world (OW) detectors. Second, their use of COCO [32] for
OW evaluation is limited, as it contains only 80 common
classes that frequently recur across continual learning steps,
thereby reducing the task’s complexity.

4. Proposed Method

4.1. Overview of MR-GDINO

To accomplish the goal of OW-COD, our core idea is
first leveraging parameter-efficient modules to formulate
“memories” in each step, then adaptively retrieving opti-
mal memory for robust performance. Therefore, we propose

MR-GDINO, a strong baseline built upon the OW-COD
benchmark. MR-GDINO utilizes a frozen open-world ob-
ject detector with explicit visual-language interaction mod-
ules [29, 34] (e.g., Grounding DINO [34]) and incorpo-
rates memory and retrieval mechanisms for detection. The
training and testing pipeline of MR-GDINO is illustrated in
Fig. 2. Specifically, during training of step ¢, given input im-
age I and corresponding training label set C;, MR-GDINO
first concatenates class names in C; by dot symbol, and
formulate a unified class sentence T;. Then MR-GDINO
calculates dense image feature Fy and text feature Fr by
image feature extractor fr(-;61) and text feature extractor
fr (501, 0L ,) respectively, , where 67, is the parameters of
our proposed concept memory. Next F1 and Fr are fed into
the visual-language feature enhancer fyr,(-;0vr, Qitnc) and
obtain refined features Fy and Fip., where 6! . is the parame-
ter of our proposed VL interaction memory. Finally, F; and
F/T are fed into the visual-language decoder fyec(+; fgec) and
obtain per-object detection results. Such results are super-
vised by corresponding ground-truth and used to optimize
6., and 0% . And during inference, the input image I first
extract the global embedding gy by image feature extractor
f1. Then MR-GDINO uses gy as query to retrieve the op-
timal memory triplets {(¢°%, Ochy, 6;%)} from the memory
pool B by threshold 7. Finally, both input image I and class
sentence T are fed into each OW detector f(-,0;, 6% for
initial detection results. These results are post-processed by



Non-Maximum Suppression (NMS) [19] for final results.
4.2. Concept and Interaction Memory Mechanism

Inspired by parameter-efficient fine-tuning techniques in
few-shot learning [9, 24, 66] and continual learning [10,
55, 59], MR-GDINO utilizes parameter-efficient modules
as memory units (i.e., concept memory and visual-language
(VL) interaction memory) for continually added classes to
build optimal memories in corresponding learning steps.
Concept memory. To make fr(-;6T) adapt to continu-
ally added classes with negligible extra parameters, we in-
troduce a learnable prompt 6., into fr. During the ¢-th
training step, with given class sentence T, MR-GDINO first
convert T to initial text embedding E via embedding layer,
and then concatenates both E and 6!, finally the concate-
nated sequences are fed into transformer blocks in fr and
obtain the final text embedding Fr.

VL interaction memory. Inspired by explicit VL interac-
tion modules [29, 34], we conclude that enhancing VL inter-
action of each step on these modules can lead to better con-
tinual OW detectors. To retrieve the optimal memory from
memory pool for mitigating catastrophic forgetting, we pro-
pose VL interaction memory and leverage LoRA [21] as
corresponding memory, as shown in Fig. 3. In each j-
th layer of fyr, given Fy and Fr, MR-GDINO uses de-
formable self-attention [67] and vanilla self-attention [48]
to refine image and text features respectively, thereby ob-
taining Fr and FT Then MR-GDINO calculates aggre-
gated text feature Fr by:

Fr = Attn(qr, ki, v1), where
qr = (QI*}T + BI%TA?AT)FT
ki = (Kyot + BI%TAI%T)FI

vi = (VinT + BI%TAI%T)FI
where “Attn” means cross-attention [48], A and B repre-
sent LoORA down- and up-projection layers. Note that Q
and K with corresponding LoRA share the same parame-
ters, and only A and B are optimized during training. Next,
MR-GDINO calculates the aggregated image feature F1 by:

3)

FI = Attll(ql7 kT, VT) where

ar = (QT—>I + B%—)IA%—)I)FI
kt = (KT—>I + Bl’;‘—>IAT—>I)FT

v = (VT—>I + B"l‘—>IA¥—>I)FT
Finally, Fi and Fr are refined by corresponding feed-
forward networks. After L-layer aggregation, one can ob-
tain the final F, and F/ for object detection. And the
learned A and B in all layers formulate 6 _ in the ¢-th step.

4)

4.3. Memory Retrieval Mechanism

Both kind of memories can effectively incorporate knowl-
edge regarding each step. Nevertheless, such memories still
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Figure 3. Overview of the proposed visual-language interaction
memory. Specifically, MR-GDINO adopts LoRA [21] modules as
Oinc in Q/K/V projections of VL feature enhancer fv1,.

faces catastrophic forgetting in both unseen and specific
previously learned scenarios. To mitigate this issue, an in-
tuitive idea is explicitly memorizing all previously learned
memories, and adaptively retrieving best matched modules
during inference. Such method is also aligned with human
memory [, 6]. Therefore, we propose the retrieval mecha-
nism. Specifically, MR-GDINO introduces a memory pool
B to store all previously learned memories. For the ¢-th
step, with given n-shot training images, MR-GDINO first
augment images by instance cropping and obtain totally NV
images for each class k in C;. Then MR-GDINO utilizes
f(+;65) to calculate each averaged global embedding v},
averaging operation. And ﬁnally, MR-GDINO formulates
the triplet of ¢-th step by { (¢}, 0%, 0%,.)}. where 6% and

6! . are optimized concept and VL interaction memory from
t-th step. And during inference, given input image I, MR-
GDINO first extract the global embedding gy, then we find
the indices {#} of memory triplets by threshold 7, and en-
sure that {f} = {t|(gr,%!) > 7}. Finally, we retrieve the
optimal memories { (1/°P, 93},’,‘,, 0:7)} by:

(wopt’ggg;’eﬁit) _ {l(W con’ 1nc)} <glawj> 2T (5)

¢ {t} =9

Such design ensures that, when unseen objects occurs, MR-
GDINO enables to use the vanilla pretrained OW detector
to detect objects in the wild, thus preserving the detection
abilities of open-world unseen categories.

4.4. Training of MR-GDINO

During training, parameters of pretrained OW detector are
frozen to preserve robust feature representation [9, 24, 55],



Table 1. Comparison between MR-GDINO and counterparts. MR-
GDINO simultaneously merits from flexibility, scalability, effi-
ciency, thus achieving better anti-forgetting ability.

Method Flexibility Scalability Efficiency | OW Anti-forget

CoOp [66] X X v X

L2P [55] v X v X

ZiRa [8] v X v X
CL-DETR [35]| X X X X
MR-GDINO v v v v

while only concept and VL interaction memories are opti-
mized. Specifically, to maintain a consistent text embed-
ding distribution from frozen fr for stable training, mem-
ory training is divided into two stages. In the first stage,
MR-GDINO freezes VL interaction memory and optimizes
concept memory to adapt to new classes. In the second
stage, the updated concept memory is frozen, and inter-
action memory is optimized to refine visual-language rela-
tionships. Notably, joint training of both memory types can
achieve similar performance, as discussed in Sec. 5.4.
Training Objectives.  Unlike previous works [12, 35],
MR-GDINO does not use additional losses specifically de-
signed for continual learning. For bounding box regression,
MR-GDINO minimizes L1 loss and GIoU loss [43] at each
training step. For object classification, focal loss [33] is em-
ployed to enhance recognition performance.

4.5. Relation with Counterparts and Merits

As shown in Table 1, MR-GDINO excels in three aspects.
For flexibility, it outperforms CoOp and CL-DETR with
flexible memory retrieval through activated parameter se-
lection. For scalability, MR-GDINO surpasses L2P [55]
with a scalable memory pool that preserves and integrates
knowledge. Lastly, for efficiency, MR-GDINO leverages
parameter-efficient fine-tuning, outperforming traditional
full fine-tuning methods [4, 35, 64]. These strengths ensure
strong performance on old, new, and unseen classes.

5. Experiments

We compare MR-GDINO with zero-shot GDINO [34],
CoOp [66], L2P [55], Adapter [20], and ZiRa [8]. All meth-
ods are designed for continual or fast adaptation.

5.1. Implementation Details

We employ the Swin-T [36] Grounding DINO [34] as the
pretrained OW detector for both MR-GDINO and the coun-
terparts. For continual training on OW-COD, we optimize
OW detectors following the ascending dictionary order of
subsets and evaluate the trained detectors on old, new, and
unseen categories from corresponding subsets without any
test-time augmentation. For MR-GDINO, we set a default
prompt length of 10 and a LoRA [21] bottleneck dimension
of 8. We use AdamW [38] with cosine learning rate sched-

uler [15, 37] to optimize MR-GDINO with weight decay of
le-2 and batch size of 1 per GPU. The initial learning rate
candidates are {le-1, 4e-2, le-2, le-3, le-4}, and training
epochs range from {1~10}. We perform grid search [27] to
find optimal hyper-parameters for each step. 7 is set to 0.89
by default. Baseline methods are constructed and optimized
using their default hyper-parameters. Due to the absence
of an LVIS evaluation toolkit in the original GDINO im-
plementation, we implement corresponding toolkit to fairly
assess old, new, and unseen classes across all methods.

5.2. Comparison with State-of-The-Arts

Table 2 presents the comparison between MR-GDINO and
all the counterparts under continual adaptations with dif-
ferent shots. Among all the counterparts, only ZiRa [8]
surpasses ZS GDINO by 3.1 on AP***" after 10-shot con-
tinual adaptations, while other methods fail to outperform
GDINO. For unseen classes, only the Adapter [20] based
continual OW detector achieves comparable albeit lower
mAP, with all other methods suffering significant catas-
trophic forgetting. These findings strongly support our
perspective and highlight the importance of OW-COD. In
contrast, MR-GDINO under 10-shot training achieves 51.9
AP*® and 20.7 AP"™®". Moreover, even in 1-shot contin-
ual learning settings, MR-GDINO still achieves 46.7 seen
mAP and only suffers 0.1 drop in terms of unseen mAP,
and still largely surpasses all the counterparts on both met-
rics. Such promising results demonstrate that MR-GDINO
can largely improves the detection performance on old and
new classes, meanwhile maintaining robust detection abili-
ties for unseen categories. We also investigate correspond-
ing forgetting rate in each training step, which is listed in
the suppl. Furthermore, though ZiRa and Adapter show
improved anti-forgetting abilities for seen and unseen cate-
gories, respectively, their average rankings remain affected
by the imbalanced performance between seen and unseen
classes. In contrast, MR-GDINO achieves rank 1.3 in terms
of R™¢ on the leaderboard, underscoring its balanced and
superior performance across old, new, and unseen classes.
Qualitative Results. Besides, we present qualitative re-
sults among ZS GDINO [34], ZiRa [8], and MR-GDINO,
as shown in Fig. 4. Notably, MR-GDINO produces accu-
rate bounding boxes with higher confidence for both old
and new classes. Moreover, MR-GDINO outperforms ZiRa
in generating accurate bounding boxes for unseen classes.
These results further confirm the effectiveness of MR-
GDINO. More qualitative results are shown in the suppl.

5.3. MR-GDINO Can Mitigate Forgotten Classes

Based on the promising anti-forgetting capabilities in both
seen and unseen classes, one can leverage MR-GDINO to
mitigate “forgotten” classes from fine-tuning. Specifically,
we fully fine-tune GDINO [34] on COCO [32], and corre-



Table 2. Comparison of diverse open-world continual learning frameworks . We keep the pretrained models of all frameworks are the
same Grounding DINO with Swin-T. Best results are bolded and second best results are underlined. Compared to zero-shot GDINO, all
the baselines face severe catastrophic forgetting on either seen classes or open-world unseen classes. In contrast, MR-GDINO expresses
promising anti-forgetting capabilities on both seen and unseen classes, and surpasses all the counterparts in terms of detection abilities.

Shot Method Ae Aq Co Eg Mu Pa VOC Pi Po Ra Sh Th Ve | Seen Unseen | R™¢
0 ZSGDINO | 154 184 69.0 577 148 653 502 538 16.1 0 228 42,6 58.8 | 373 20.7 -
CoOp 146 157 736 0 581 633 542 497 96 276 319 575 59.6 | 39.6 20.5 2.1
Adapter 137 17.6 662 558 449 674 484 414 123 0 208 457 555 377 19.7 33
1 L2P 11.5 169 710 25 452 536 453 484 3.0 252 222 378 594 | 340 18.7 3.9
ZiRa 114 124 0 9.8 661 686 391 327 20 487 234 571 504 | 325 6.9 4.4
MR-GDINO | 20.0 20.8 76.2 59.6 563 69.0 515 493 19.7 263 284 711 589 | 46.7 20.6 1.3
CoOp 105 37 0 0 30,6 599 83 395 14 128 143 321 47.1 | 20.1 19.4 3.6
Adapter 148 184 689 557 474 674 492 399 125 0 226 514 58.0| 39.0 194 24
3 L2P 132 158 743 153 365 664 500 438 2.1 85 187 46.6 63.1 | 350 18.8 3.6
ZiRa 134 143 0 26 500 607 47.1 512 73 529 334 56.6 424 | 332 7.3 4.2
MR-GDINO | 28.6 262 76,5 679 731 682 509 588 222 30.8 256 706 59.5| 50.7 20.6 1.1
CoOp 98 125 422 0 562 551 282 226 39 300 257 280 613|289 19.1 3.5
Adapter 144 187 693 568 471 673 49.7 417 131 0 231 490 57.6| 39.1 20.2 2.5
5 L2p 11.3 143 503 0 428 599 358 521 39 272 238 353 644 | 324 17.4 3.7
ZiRa 125 9.2 445 0 380 59.7 478 559 44 349 302 56.6 629 | 35.1 5.8 4.1
MR-GDINO | 28.7 263 80.6 694 60.1 740 508 638 254 433 236 527 62.0 | 508 20.6 1.3
CoOp 119 163 561 04 576 595 440 453 49 191 236 466 62.7 | 345 17.0 3.7
Adapter 168 18.1 71.8 547 370 66.1 505 354 11.7 0 251 40.0 582 | 373 204 2.7
10 L2P 9.1 129 228 09 413 503 303 410 11.7 9.0 190 378 61.8 | 268 17.8 3.9
ZiRa 107 65 749 0 660 698 460 497 60 403 324 596 632 | 404 6.9 4.0
MR-GDINO | 30.5 261 794 653 753 67.1 483 650 304 274 257 748 59.7 | 519 20.7 1.3

Table 3. Comparison between Grounding DINO after COCO fully fine-tuning and that with MR-GDINO (10-shot), where red means
subsets with performance drop after fine-tuning. Compared to zero-shot Grounding DINO and GDINO (COCO-ft), MR-GDINO enables
to mitigate forgotten classes by few-shot continual adaptations, meanwhile preserving promising detection abilities on unseen classes.

Method COCO| Ae Aq Co Eg Mu Pa VOC Pi Po Ra Sh Th Ve | Seen Unseen
ZS GDINO 484 | 154 184 69.0 57.7 148 653 502 538 161 00 228 426 588 | 373 20.7
GDINO (COCO-ft) | 573 | 125 20.7 64.1 348 436 664 520 485 72 00 350 460 542 | 373 23.6
+MR-GDINO 572 1207 292 821 648 833 662 622 651 162 50.2 402 698 59.6 | 54.5 23.6

sponding evaluation results are shown in Table 3. Though
detection performance on COCO increases to 57.3 mAP, de-
tection performance on 6 out of 13 subsets has dropped,
which can be seen as forgotten unseen classes. By adopt-
ing MR-GDINO onto GDINO (COCO-ft), detection per-
formance on above subsets has increased and achieves 54.5
AP***". Meanwhile, since COCO [32] and LVIS [17] has
large overlap in image domain, the AP"™*" of GDINO
(COCO-ft) has increased to 23.6 due to fully fine-tuning.
Compared to GDINO (COCO-ft), that with MR-GDINO
preserves the same AP"™*". Above results further verify
the effectiveness of MR-GDINO in mitigating forgetting.

5.4. Empirical Analysis
5.4.1. Ablation Study of Each Component

We first conduct ablation study of each component with 10-
shot continual learning. Table 4 demonstrates the evalua-
tion results of each method. After adopting 6o, AP and

Ocon, AP'™" largely drops to 32.2 and 17.0 respectively,
but AP™Y largely increases to 62.1. Similarly, when further
adopting 6;,. into MR-GDINO, corresponding AP"" in-
creases to 63.1. Above optimized memories provide strong
and robust learned parameters on each subset and will ben-
efit retrieval mechanism. After adopting retrieval mecha-
nism, both AP and AP"™" significantly increase to 51.3
and 20.7 respectively, which indicates that such mechanism
can effectively retrieve optimal 6., and 6y, for given inputs
to achieve better detection abilities. And if the input images
come from unseen categories, MR-GDINO can still execute
correct action and use ZS GDINO for inference. These find-
ings verify the effectiveness of memory and retrieval mech-
anisms in OW-COD, and reveal potential directions towards
better continual OW detectors.

5.4.2. Effect of Inserted Layer Number for 6,

Next we investigate the effect from inserted layer number of
Oine, corresponding results are shown in Table 5. By insert-
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Figure 4. Qualitative results of zero-shot Grounding DINO [34], ZiRa [8], and MR-GDINO. Compared to ZS GDINO and state-of-the-art

ZiRa, MR-GDINO can generate more accurate bounding boxes with higher confidence on both seen and unseen classes.

Table 4. Ablation study of key components in MR-GDINO.

GDINO fcon  Oine retrieval | APd APnew  Apscen  ppunseen
v X X X 355 588 373 207
v v X X 322 621 345 17.0
v v X /7 444 568 454 207
v v 7/ X 309 631 333 107
v v 7/ v 513 597 519 207

Table 5. Number of 6in.-inserted layers analysis.

Method Layers Added Params | AP%'d AP"™ Apseen Apunseen

MR-GDINO 0 12K 444 568 454 207

MR-GDINO 1 53K 473 575 481 207

MR-GDINO 2 94K 490 582 497 207

MR-GDINO 3 135K 50.1 59.9 508 207

MR-GDINO 6 (all) 258K 513 597 519 207

Table 6. Comparison between joint and decoupled training.
Joint Decouple | AP~ APmew  Apseen  ppunseen
v - 516 597 522 207
- v 513 597 519 207
Table 7. Performance gap between MR-GDINO and MR-GDINO
with oracle retrieval module.
Retrieval AP APmeW  Apseen  ppunseen
MR-GDINO | 51.3 59.7 51.9 20.7
Oracle 51.8 59.8 524 20.7

ing 6inc in more layers, AP°'¢ are gradually increased from
44.4 to 51.3, while maintaining the same AP""*", These re-
sults show that inserting 6;,. to more VL interaction layers
lead to better performance with negligible parameters.

5.4.3. Decoupled Training or Joint Training

We also investigate whether MR-GDINO supports joint

training for 0!, and 6 at each training step ¢. Using

the optimal training hyper-parameters identified from de-

¥/ Cm il

coupled training, we simultaneously optimize ¢, and 6}, ..
The results, shown in Table 6, indicate that joint training
achieves the same 59.7 AP™" and AP"™", with slightly
improved AP, These findings suggest that once opti-
mal hyper-parameters are confirmed, joint optimization can

halve the training time to improve efficiency.

5.4.4. Performance Gap with Oracle Retrieval

Finally, we analyze the retrieval mechanism to assess the
performance gap between MR-GDINO and oracle counter-
parts. For the oracle retrieval, we assign 6%, and 6™ using
ground-truth labels and report detection results in Table 7.
Compared to the oracle, MR-GDINO shows a minor de-
crease of 0.5 in AP°® and 0.1 in AP™Y, while achieving
similar performance in AP*™*", These results confirm the
effectiveness of MR-GDINO’s retrieval mechanism. How-
ever, exploring more precise retrieval mechanisms remains
valuable for future large-scale and practical applications.
Further analysis is provided in the supplementary material.

6. Conclusion

We propose open-world continual object detection, re-
quiring detectors to generalize across old, new, and
unseen categories. To evaluate OW detectors with existing
continual learning methods, we propose OW-COD, a
benchmark encouraging OW detectors to preserve old
classes, adapt to new ones, and maintain open-world
detection abilities. To address catastrophic forgetting of
unseen categories, we propose a strong baseline namely
MR-GDINO, a scalable open-world object detection frame-
work utilizing memory and retrieval in a compact memory
pool.  Our results show that MR-GDINO minimizes
catastrophic forgetting with only 0.1% additional parame-
ters, achieving state-of-the-art performance on OW-COD.
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